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Review

Microfluidic transport in microdevices for
rare cell capture

The isolation and capture of rare cells is a problem uniquely suited to microfluidic devices,
in which geometries on the cellular length scale can be engineered and a wide range
of chemical functionalizations can be implemented. The performance of such devices is
primarily affected by the chemical interaction between the cell and the capture surface and
the mechanics of cell-surface collision and adhesion. As rare cell-capture technology has
been summarized elsewhere (E. D. Pratt et al., Chem. Eng. Sci. 2011, 66, 1508–1522), this
article focuses on the fundamental adhesion and transport mechanisms in rare cell-capture
microdevices, and explores modern device design strategies in a transport context. The
biorheology and engineering parameters of cell adhesion are defined; adhesion models
and reaction kinetics briefly reviewed. Transport at the microscale, including diffusion
and steric interactions that result in cell motion across streamlines, is discussed. The
review concludes by discussing design strategies with a focus on leveraging the underlying
transport phenomena to maximize device performance.
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1 The rare cell adhesion problem

Capture of rare cells from complex samples is a long-standing
goal of increasing importance. Microfluidic devices have
demonstrated impressive advances in this area [1] because
of the ability to customize geometry on length scales compa-
rable to cell size, a wide range of chemical functionalizations
suitable for microfluidic implementation, and the portabil-
ity and inexpensiveness of microfluidic systems produced in
quantity.

An important subset of rare cell-capture devices use im-
munospecific surfaces for cell capture and enrich rare popula-
tions based on the specific nature of the interaction of cell anti-
gens with antibody-functionalized or aptamer-functionalized
surfaces. These devices have isolated CD4- and CD8-positive
cells in blood of HIV patients [2], CD34-positive endothelial
progenitor cells [3], and epithelial markers in circulating tu-
mor cells (CTCs) of cancer patients [4–8].

The performance of rare cell-capture devices is affected
primarily by the specificity and affinity of the chemical inter-
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action and the mechanics of cell-wall collision and adhesion.
Modern immunocapture devices for rare cells use both chem-
ical and fluid-dynamic optimization to maximize efficiency
and purity of capture.

1.1 Surface markers

Capture based on surface markers has been influenced by the
long history of flow cytometry for cell enumeration and char-
acterization in complex samples, for example, blood [9–12].
Many surface markers can be used to identify the lineage or
function of the cell. These surface markers are also informed
by immunotherapeutic approaches that seek to bind toxins,
contrast agents, or energy transducers (e.g., gold nanoparti-
cles) to specific cells [13–16].

Both physicochemical and biological concerns affect the
importance of a cell marker. Physicochemically, the ideal sur-
face marker has an identifiable extracellular domain for which
antibodies or aptamers exist, is present at high density on
cells of interest, is as long as possible, and is not enzymat-
ically cleaved in the sample domain. Biologically, the ideal
surface marker has a known function, is correlated specifi-
cally to a desired cell subpopulation, and is not regulated by
mechanical forces experienced in microscale flow.

Some examples of common markers for cancer cells in-
clude epithelial adhesion molecules such as epithelial cell
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adhesion molecule (EpCAM) [17,18], mucins (MUCs) such as
MUC1, MUC4, and MUC16 [19–22], and upregulated recep-
tors such as the folate receptor, epidermal growth factor recep-
tor, vascular endothelial growth factor receptor (VEGFR), and
human epidermal growth factor receptor 2 or neu [23]. Other
markers (e.g., prostate-specific membrane antigen [PSMA])
often have unknown function in the disease state but have
well-established correlations with the desired organ [24] and
have been used to isolate cancer populations [3, 25]. Stem or
progenitor cell characteristics associated with antigens such
as VEGFR1, VEGFR2, CD34, CD38, CD44, and CD133 are
also often deemed important, either because they identify
tumor-initiating cells or because their existence highlights a
population associated with angiogenesis and conversion from
micrometastases to macrometastases [26].

1.2 Cell sizes and distributions

Blood is dominated numerically and volumetrically by ery-
throcytes (6–9 �m), thrombocytes (2–3 �m), and leukocytes
(8–14 �m) [27]. Although blood cell populations have rea-
sonably tight size distributions, rare cells often have widely
variable and dynamic sizes, as demonstrated for progenitor
cells, fetal cells, and CTCs [28]. Size alone is insufficient to
identify rare cells, but provides a distinguishing characteris-
tic; for example, erythroblasts and CTCs are both large rela-
tive to most blood cells. A key confounding issue is that the
rare cells of scientific interest are often heterogenous and dy-
namic; as they play a dynamic role in human development
and disease, differentiation and adaptation often cause these
cells to change in size with time and environment via exo-
somal shedding and other processes [29, 30] making the in-
stantaneous distribution of sizes in the population relatively
broad.

1.3 Impact of efficiency and purity on downstream

measurements

Efficiency and purity are both important in rare cell-capture
applications. Considering the rare cell-capture device as a
sensor, these attributes can be thought of as the two axes on
the receiver operating characteristic curve that characterizes
the sensor, as shown in Fig. 1. The capture efficiency defines
the fraction of target cells that are captured by the device
(the true positive rate or sensitivity in sensor parlance). The
capture purity defines the fraction of captured cells that are
target cells (1 − false positive rate or 1 − specificity).

Either efficiency, purity, or both may be important for a
specific application. High efficiency enables the study of rare
events, such as the capture of CTCs from whole blood, while
low efficiency prohibits such studies. Flow cytometry, for ex-
ample, is relatively ineffective at handling rare cell events be-
cause all cells are analyzed and finding a rare cell (e.g., a CTC)
requires enormous analysis. High purity enables direct down-
stream analysis, whereas low purity (i.e., enrichment rather

Figure 1. An example of a receiver operating characteristic (ROC)
curve, which shows the sensitivity of a rare cell-capture device; in
this example we consider only cancer cell capture versus capture
of leukocytes, the most common contaminant. A given geometry,
antibody, and velocity result in a balance between cancer cell
capture efficiency (true positives) and leukocyte capture efficiency
(false positives). A practical device (blue dashes) has an ROC
curve between pure chance (red dots) and a theoretical perfect
test (green line).

than detection) requires an additional downstream step to
identify the cells of interest.

The relative importance of purity depends on the down-
stream analysis that follows rare cell capture. For capture
techniques that use a downstream technique to identify false
positives, the purity is of lesser importance and priority is
placed on efficiency. The Veridex CellSearch device and pre-
decessors [31,32] are examples of low purity capture devices—
immunostaining of EpCAM+-enriched cells distinguishes
CTCs from contaminating leukocytes, so the relatively low
purity of EpCAM+ enrichment does not inhibit CTC enumer-
ation. In fact, rapid detection can obviate enrichment entirely
[33]. Purity is also unimportant when looking for genetic
markers specific to the target population and absent from
contaminants, for example, when looking for cancer-specific
gene fusions in CTCs [34]. In contrast, techniques that
proceed directly to downstream analysis (e.g., ribonucleic
acid analysis or epigenomic modification) require high
purity.

Because purity and efficiency have different importance
in different applications, the best measures of merit encom-
pass both of these factors. A specific implementation is best
characterized by its efficiency and purity, whereas a general
approach is often best evaluated by plotting the receiver
operating characteristic curve in efficiency–purity space
where the position on the contour is a function of a critical
parameter. For example, the capture of rare cells from blood
can be plotted in efficiency–purity space as a function of
mean flow velocity or flow rate, as shown in Fig. 1. The area
under this curve gives a holistic evaluation of the quality of
the measurement approach rather than a specific parametric
value.
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2 Engineering parameters that affect cell
adhesion

Cell adhesion is governed by several parameters: the local
shear stress, the immunospecificity, and biorheology. Cell
adhesion models consider these parameters and can predict
capture, rolling, and release events.

2.1 Shear stress

The local shear stress in a microfluidic device is a function
of the device geometry, flow rate, and fluid properties. Both
the maximum shear stress and the shear stress gradient can
significantly impact viability as a cell traverses the device; ex-
isting devices have shear stresses ranging from 0 to 0.03 Pa
and have captured CTCs [4, 5, 35] and endothelial progenitor
cells [3] without significant decreases in cell viability. Shear-
induced damage to cells simultaneously diminishes the pop-
ulation to be sampled and also contaminates any immuno-
coated surfaces with cell fragments. Therefore, the shear field
and the geometry of surfaces with which target cells interact
must be considered and assessed. Model systems, such as
cell lines or polystyrene microspheres, provide insight, but
anticipate only a subset of the physical issues of rare cell
capture.

2.2 Immunospecificity

Immunocapture systems rely on the specificity of the ligand
to a particular surface antigen. Key antigen considerations in-
clude specificity to a specific cell type or disease state, density
and localization on the surface of the cell, and dependence
of expression on confounding variables. In a device where
blood is the target system to be processed, the nonspecific
adhesion of leukocytes to surfaces can be substantial [4, 6].
Increased bond receptor–ligand bond strength improves the
area under curve of the receiver operating characteristic curve
and enables purity to be increased by increasing local shear
stress, within limits of viability.

2.3 Biorheology

The presence of the cells themselves leads to non-Newtonian
behavior in whole blood, even though serum does not de-
viate from Newtonian behavior enough to affect most mi-
crofluidic systems. Several basic characteristics of biorheo-
logical flows are important for rare cell capture, including
shear-induced diffusion, margination, and the Fahraeus ef-
fect. Shear-induced diffusion [36–39] describes the effective
diffusion that particles in a dense suspension exhibit because
particle–particle collisions in shear displace the particles, and
this phenomenon is the primary source of diffusion for cells
in whole blood (the native diffusion for cells is very small).
Deformable particles near walls feel a lift force away from

Figure 2. Margination causes increased platelet density (�p,
shaded bars) at the walls (z = 0 and 12, respectively), while ery-
throcytes are concentrated in the center of the channel, as mea-
sured by the blood hematocrit (Ht, solid line). Adapted from [40].

the surface, as a result of the shear gradient near the wall. At
large particle densities and in complex mixtures of different
cell types (e.g., in blood, where the hematocrit or volume frac-
tion of cells is of the same order as the maximum packing
fraction for spheres), stiffer cells tend to marginate, meaning
that they move toward the walls [40], as shown in Fig. 2. This
process is not well understood and is typically attributed to
many body dynamics in blood. The Fahraeus effect describes
the increase in particle volume fraction or hematocrit in small
channels—this is attributable to particles being forced away
from the walls, moving faster than the bulk solution, and
therefore the suspension must have a smaller bulk fraction of
particles to satisfy particle conservation. These mechanisms
are discussed in more detail in Section 3.

2.4 Adhesion models and reaction kinetics

Cell-adhesion models consider both the mechanical environ-
ment and the kinetics and thermodynamics involved in bind-
ing reactions [41,42]. Within the receptor–ligand models, for-
ward and reverse reaction rate coefficients, and thus an asso-
ciativity coefficient, describe reaction kinetics [43]. Such mod-
els of reaction kinetics determine that these parameters are
functions of local forcing, temperature, and receptor and lig-
and (and bond complex/transition state) lengths and material
properties [43, 44]; many of these parameters are dependent
on each other in various models.

Bond times and contact times affect the adhesion prob-
abilities of cells on immunocoated surfaces [45]. The force
experienced by cells results from a combination of the device
geometry, fluid velocity and viscosity, and cell deformation
and spreading, among other influences. Thus, the sum of
forces on the cell, in conjunction with bond type and flow
rate, leads to differential modes of cell adhesion. As a cell ad-
heres to an immunocoated surface, continued forcing with a
prolonged residence time leads to continued bond formation
(given receptors and ligands present) and greater adherence
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[45]. Given a short residence time, and high stresses or rapid
velocities for the chemistry under consideration, a rolling
event may ensue [45–47]. Continued motion is retarded by
bonds tethering the cell to the surface; as the cell continues
to experience for a torque and force as a consequence of the
flow, it rolls about the point of adhesion. As cell motion over-
comes the strength of the formed bond, the cell continues
to move laterally, continually forming and breaking bonds,
leading to detachment.

Numerical approaches for modeling these processes of-
ten include Brownian adhesive dynamics implemented via
boundary element methods. In these techniques, forces
are computed on deformable surfaces involving antibody–
antigen pairs on the cell and surface by use of kinetic asso-
ciation and dissociation rates. Bond strengths are typically
described with harmonic potentials and iterative generalized
minimum residual solvers (GMRES) [48]. Periodic approxi-
mations at surfaces are often enhanced computationally by
use of Ewald summation [49].

3 Cell transport in microfluidic devices

Cellular motion in microfluidic devices arises from the inter-
action of the cell with velocity, pressure, gravity, and electric
fields. The velocity field (typically generated by an external
pressure difference) advects the particle, which experiences
pressure and viscous fluid stresses on its surface. The particle
motion deviates from fluid motion owing to gravity, electrical
fields, and particle–boundary interactions.

The Reynolds number, Re, characterizes the ratio of in-
ertial and viscous forces,

Re = �U�

�
, (1)

where � is the fluid density, U the characteristic velocity, � a
characteristic length scale, and � the dynamic viscocity. Re-
cent work has employed moderate-to-high Re microdevices
for rapid single-cell analysis [50], although most microflu-
idic systems for biological fluids result in length and velocity
scales such that Re � 1. Known as Stokes flow, this regime is
of practical importance for cell-capture devices, as the shear
stresses are comparatively low; this review focuses exclusively
on flow in low-Re systems.

The significance of cell transport in a Stokes flow system
is that the fluid, if the particles are dilute, prohibits a neutrally
buoyant, rigid particle from crossing a streamline. Crossing
of (or displacement onto adjacent) streamlines requires the
particle to interact with a boundary (e.g., an obstacle) or be
subject to forces exclusive of the fluid continuum (e.g., gravity,
an electric field, or fluid microstructure). A key observation
from this last point is that the particle trajectories within a de-
vice must be engineered to place cells in contact with the tar-
get structure; if this is not the case, another phenomena must
be used to affect cell position. Many of these phenomena are
always present in microfluidic devices, whereas others con-
tribute such a small amount that they may be ignored. Batch-

Table 1. Diffusivities and representative Péclet numbers for
dilute analytes in water at 25�C

Analyte D (m2/s) Pe

Na+ (100 pm) 10−9 10
BSA (100 Å) 10−11 103

Viron (100 nm) 10−12 104

Bacterial cell (1 �m) 10−13 105

Erythrocyte (10 �m) 10−14 106

Polystyrene bead (100 �m) 10−15 107

Diffusivities were calculated with Eq. (4); Péclet numbers
assume a 100 �m wide channel and 100 �m/s mean velocity.

elor [51] provides a thorough introduction to basic principles
in fluid mechanics and Russel et al. [52] describes important
concepts of Stokes flow in detail. Here, we briefly discuss
some of these phenomena, and then describe the transport
phenomena behind some commonly used device platforms.

3.1 Diffusion

Diffusional transport occurs in all systems as a result of the
random motion of molecules forced by the thermal energy.
The concentration evolution as a function of time based on
diffusion alone is

∂c(r , t)

∂t
= D∇2c(r , t) (2)

where D is the diffusivity, c the concentration, r the position
vector, and t time. A similarity or Fourier integral transform
solution or scale analysis yields a characteristic time �diff =
�2

/
D required for a species to diffuse a length �. This scaling

is in contrast the convective motion of fluid, solutes, or cells,
�conv = �/U.

The ratio of the two transport timescales yields the mass
transfer Péclet number, a parameter characterizing the dom-
inant mode of transport

Pe ≡ �diff

�conv
= U�

D
(3)

The diffusivity of ions, molecules, cells, and particles can
be approximated by the Stokes–Einstein relation,

D = kB T

6��a
(4)

Here, kB is Boltzmann’s constant, T is the temperature,
and a the Stokes radius of the analyte. Table 1 provides a
sampling of analytes, their diffusivities as calculated by the
Stokes–Einstein relation, and a representative Péclet number
at specific conditions. Importantly, the diffusivity of mam-
malian cells is extremely small, and the Péclet number is
large for isolated cells in any microfluidic flow. Mammalian
cells neither advect nor diffuse away from streamlines unless
there is external forcing.
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3.2 Deterministic cross-streamline motion

The previous analysis for convection considered inertialess
flow without external forcing, in which case there is no mo-
tion across streamlines unless contact with a boundary oc-
curs. Several additional cases are of interest: a system with
nonnegligible inertia, a system where the particles have den-
sity much different than that of the fluid, and a system where
boundaries and fluid streams are introduced that strongly
affect the nature of the particle motion—typically these ef-
fects leverage differences in particle size, although in some
instances, the electrical properties of cells are exploited.

3.2.1 Particle inertial effects

Given the flow, the Stokes number measures the tendency of
the particle to deviate from the fluid streamline because its
inertia resists acceleration; the Stokes number is a ratio of the
particle time scale, �p and the flow time scale, � f . Typically,
the particle time scale is taken as the force on the particle
divided by the mass of the particle: �p = 2�pa2

/
9�. The flow

time scale depends on the physical characteristics of the flow,
principally, how fast the flow varies. Using the length scale
of an obstacle, r, divided by the average fluid velocity, U:
� f = r /U. For this case,

St = �p

� f
= 2�pa2U

9�r
(5)

In rare cell-capture applications, the Stokes number is
typically very small—the particle length scale is typically
smaller or on the same order as the obstacle length scale
(perhaps the characteristic length of an obstacle), and the
densities of the plasma and cell are within 10%. In this case,
a particle faithfully follows its fluid streamline.

3.2.2 Body forces

Cells can be actuated by gravity or electrical forces. When the
particle density varies from that of the fluid, either flotation
or sedimentation results. From the previous analysis, den-
sity affects the ability of the particle to trace fluid streamlines
as well. However, particle motion due to density variations
is mitigated by length scale and Reynolds number effects,
so density variations are often not a cause of particle path-
lines deviating from streamlines. Electrical fields generated
by the presence of particles, boundaries between fluids, and
externally applied potentials can lead to electrophoretic or
dielectrophoretic forces as well.

3.2.3 Particle–wall interactions

Deformable cells or particles traveling along surfaces (e.g.,
in long straight tubes) experience a force away from the
surface—this force works against rare cell-capture devices.

Although this force is important in many applications, rare
cell-capture microdevices are typically designed to specifically
avoid or overwhelm this force, and a detailed description of
this effect rarely plays a central role in describing device per-
formance. In contrast, the displacement associated with cell-
wall collisions and the downstream effect of these collisions
is often a central factor.

As a particle travels along a streamline that approaches
a solid boundary, the finite size of the particle prevents its
center from moving closer than one particle radius (for a
rigid spherical particle) to the boundary; more generally,
deformable and nonspherical particles in general have a
geometry- and rigidity-specific approach distance. Regard-
less of the details, the result is that the center of rare cells
has a minimum distance from the surface; if the stream-
line on which a cell is traveling approaches the surface more
closely than this distance, the resulting collision displaces the
cell from the initial streamline and the cell pathline deviates
from that streamline [6, 53–55].

4 Design strategies and applications in a
transport context

The preceding analysis shows that in the microdevice regime,
particle trajectories are predominantly described by fluid
streamlines. The Péclet number is typically very large and
the Reynolds and Stokes numbers are both small. Collisions
must be induced by structures that induce cell motion per-
pendicular to streamlines.

Rare cell capture at surfaces consists of a physical com-
ponent: bringing as many rare cells as possible into con-
tact with a surface (efficiency) and keeping most contam-
inating cells away from the wall (purity)—and a chemical
component: ensuring that rare cells encountered by the sur-
face are captured (efficiency) and that contaminating cells are
not (purity). Thus, the design of microfluidic devices can be
split into the physical task of designing flows and geometries
and the chemical task of designing surface functionalization
schemes.

4.1 Designing flows and geometries

Near a straight, nonpermeable wall, flow is parallel to the wall
and motion along a streamline does not carry a cell to the wall.
To bring cells in contact to a wall, we must either (i) depend
on a diffusive process to cause cells to randomly move trans-
verse to streamlines, (ii) apply a body force (e.g., gravity or
DEP) to move the cells transverse to streamlines, (iii) create
geometries in the flow so that flow is accelerated, streamlines
are compressed and the cells are effectively brought in prox-
imity to the wall by motion along a streamline, or (iv) make
the wall permeable and allow the streamlines to cross the
interface.
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4.1.1 Diffusion length and surface-area-to-volume

ratio

Diffusional movement of a cell to a wall is a governed by
the Péclet number, which is a function of the cell’s diffu-
sivity and the length � that the cell must travel. The high-
est rates of diffusion-driven cell-wall interactions are realized
by minimizing the Péclet number (Pe) and maximizing the
surface-area-to-volume ratio; however, for most microchan-
nels, even the smallest analytes have Pe � 1 (Table 1). There-
fore, even in a limit where the surface-area-to-volume ratio
is large, diffusion is insufficient to induce much cell-wall
interaction. Increasing the surface area by shrinking the de-
vice improves performance for molecular analytes but still
results in large Péclet number (low diffusion) flows for
cells.

Velocity structures that fold or twist fluid streamtubes can
shorten diffusion length scales by reducing the characteristic
size of the fluid domains, demonstrated experimentally in
Fig. 3. These flow structures occur naturally in high-Re flows
but are absent in many low-Re flows.

Chaotic advection is a term commonly used in the low-Re
mixing literature [56–65]; in the context of cell motion toward
a wall, chaotic advection uses the exponential deviation of
trajectories to amplify a small random diffusive motion to a
large effective motion. Thus, a deterministic fluid flow can
lead to a chaotic cell trajectory if the fluid flow amplifies the
random aspect of the cellular diffusion. The characteristic
length scale for chaotic advection scales as ln(Pe), but dif-
fusion in these systems is limited by nonchaotic flow near
the wall, which scales as Pe1/4. In either case, the diffusion
times are reduced; this will increase capture efficiency if Pe
is modest, but will have no appreciable effect if Pe remains
large.

4.1.2 Body forces

Body forces can be used to bring cells into contact with
walls, especially in dilute suspensions, where cells are free to
move without significant particle–particle interactions. Grav-
itational forces result in settling when there is a density
difference between a cell and its surrounding media; cap-
ture efficiency and purity can be enhanced if density or size
is specific to the rare cell phenotype. Gravity is commonly
used to separate blood cells from each other and plasma
using gradient centrifugation [66], but it is difficult to im-
plement in a microfluidic device, where gravitational accel-
eration would be limited to 1 g and particle–particle inter-
actions in whole blood result in comparatively slow settling
velocities.

DEP results from particle polarization in a nonuniform
electric field and can be used to actuate cells in blood [67].
A cell’s DEP response is a function of the properties of the
cell membrane and the cytoplasm [68]. Depending on a cell’s
polarizibility relative to the surrounding media, it may be
attracted to stronger electric field regions (positive DEP) or

Figure 3. Cross sections of the dye distribution in a microfluidic
channel designed to create staggered, time-dependent whorls or
twist maps. From [59]; used with permission.

repelled (negative DEP) [1]. Positive DEP can be used to trap
a cell; negative DEP can be combined with a nonuniform
velocity field such that particles have different elution times
based on their DEP response (DEP field-flow fractionation)
[67]. DEP is difficult to implement in practice, however, as it
typically requires that cells be diluted in a buffer of controlled
osmolarity and conductivity so that rare cells and blood cells
are actuated differently.

4.1.3 Obstacles

In the presence of bluff-body obstacles, diffusion is not re-
quired for cells to come into contact with the surface—rather,
the presence of the obstacles deflects the fluid flow, inducing
flow deceleration and streamline dilatation (at the front and
rear surfaces of the obstacle) with flow acceleration and
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Figure 4. Distribution of two populations
of particles approaching a circular obsta-
cle. Local streamline distortion enhances
the collision of particles with the obsta-
cle, increasing efficiency in cell-capture
systems (left). A prostate circulating tu-
mor cell (PCTC) captured on an octagonal
obstacle post (right) [6].

Figure 5. An obstacle array’s rational geometry lends itself to
parametric engineering optimization.

streamline compression (at the shoulders of the obstacle),
shown in Fig. 4. The compression of streamlines brings
cells into proximity with the surface as the cells progress
along a streamline. The presence of obstacles, independent
of their orientation with respect to each other, enhances the
collisions of particles, increasing the capture efficiency, for
example, of CTCs captured from blood [4, 6, 25]. Although
adding obstacles to a cell-capture system does enhance
the surface-area-to-volume ratio, the Péclet number is too
large for the surface-area-to-volume ratio to matter—it is
the deceleration at the upstream edge and the streamline
compression at the shoulder that enhance cell capture
efficiency, not the reduction in characteristic diffusion
length.

Obstacle arrays have several properties that lend them-
selves to microfluidic cell transport applications. The rational
array geometry, shown in Fig. 5, lends itself to parametric
engineering design studies, and can be optimized to control
particle motion [54,69] and particle–obstacle collision dynam-
ics [6]. Such obstacle arrays are easy to fabricate with standard
photolithography techniques, and can be readily integrated

into up- and downstream devices. The large number of obsta-
cles in the array results in a system that is robust to local flow
disruptions caused by fabrication errors and inlet and outlet
conditions.

Obstacle arrays are notable in that they afford a physical
means for enhancing capture purity in addition to capture
efficiency. The distortion of streamlines and the deflection
particles experience upon contact with obstacles leads both
to enhanced capture (if the surface is functionalized with an
appropriate antibody) and, when capture does not occur, to
deflection and transverse displacement of particles. In obsta-
cle arrays with no surface functionalization, the deflection of
particles has been shown to be size dependent [53–55], as the
streamline experienced by the particle center when in contact
with an obstacle is dependent on the size of the particle. Thus,
the streamline dilatation on the downstream face of the ob-
stacle leads to size-dependent particle separation, which then
leads to size-dependent trajectories as the particle separation
causes particles to collide with different sides of obstacles
in the following rows. This phenomenon has at times been
termed deterministic lateral displacement, to contrast with
diffusionally driven size-based separation processes. Similar
ideas have been used for spatial particle separation; termed
pinched-flow fractionation, this technique uses the junction
of two flows to press particles up against a surface before a
streamline expansion separates them [70]. Spatial separation
of cells based on size alone is often of limited use in rare
cell capture from blood—although rare cells and particles
can be smaller (virions) or larger (erythroblasts, CTCs) on
average than hematological cells, the sizes of rare cells has
a broad distribution, and size is often much less specific to
the rare cell phenotype than surface markers specified by
immunocoated surfaces. If size-dependent cell trajectories
are combined with immunocoated surfaces, the observed
cell efficiency and purity are both improved [6]; this approach
has been termed geometrically enhanced differential im-
munocapture (GEDI). Figure 6 shows collision frequency
as a function of particle size in an example GEDI geometry
[25], highlighting the typical sharp transition between low
and high collision frequency.
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Figure 6. Collision frequency ver-
sus particle size in a GEDI obstacle
array (left). The sharp transition
between high and low collision
frequencies is also made evident
by comparing particle trajectories
(right). Size-dependent collision
dynamics, combined with a spe-
cific immunocoated surface, max-
imize both efficiency and purity.

4.1.4 Porous boundaries

Cell transport toward solid boundaries is inherently limited
by the no-penetration velocity condition at the boundary’s
surface; streamlines near the boundary run parallel to it. One
simple solution to enhance motion normal to the surface
is to use porous walls combined with a transverse pressure
gradient. This results in target particles being pulled toward
the wall as the carrier fluid flows out of the channel [71].
Unlike porous filter-based microdevices [72], particles are not
trapped, but adhesion can be enhanced by direct contact and
a pressure-induced normal force.

4.2 Controlling particle adhesion

Having discussed geometries that bring rare cells into contact
with an immunofunctionalized surface, we turn our attention
to the chemical task of designing surface functionalization
schemes. Successful capture requires an antigen present in
large numbers on the surface of the cell, an antibody specific
to that antigen, and a strong antibody–antigen avidity. In
addition, the two binding sites must be spatially accessible to
one another.

Once a cell comes into contact with the capture surface,
the number and avidity of potential antigen–antibody binding
sites are key to overcoming fluid forces that would otherwise
dislodge the cell. For a specific antibody–antigen pair, the
capture efficiency decreases with increasing shear stress [35],
as demonstrated in Fig. 7.

The location of potential binding sites on the antibody
and antigen are key to successful capture. Regardless of bind-
ing affinities, both binding sites must be sterically accessible
to each other such that the bond can form. As an exam-
ple, two antibodies specific to PSMA, biotinylated-J415 and
-J591, have similar chemical affinities [73] but J415’s bind-
ing site is located near the transmembrane domain of the
protein, while J591’s binding site is located at the apical do-
main. As such, steric repulsion makes it less likely that a
wall-bound J415 antibody will bind with a target cell’s PSMA
than a J591 antibody. This distinction is present only under
flow and is not evident in an immunofluorescent experiment.
Figure 7 shows the net result of this steric interaction; J591

Figure 7. LNCaP cell capture rates as a function of shear stress
and capture surface immunochemistry. J415 and J591 have sim-
ilar affinities [73] but differences in binding site location result in
J591 (located at the protein’s apical domain) outperforming J415
(located near the transmembrane domain). Adapted from [35],
with permission.

outperforms J415 in the capture of LNCaP prostate cancer
cells [35].

5 Concluding remarks

The performance of rare cell-capture devices, as measured
by capture efficiency and sample purity, is primarily affected
by two phenomena: the chemical interaction between the cell
and the capture surface and the transport of cells to (and their
collision dynamics with) the capture surface. Modern rare cell
immunocapture devices use both chemical and fluid-dynamic
optimization to maximize the efficiency and purity of capture.

Extracellular surface markers specific to the target cell
enable capture of the target cell and reject contaminating pop-
ulations. Adhesion models consider the mechanical environ-
ment, the kinetics of bond complexes resulting in receptor–
ligand interactions, the thermodynamics of the binding re-
actions, and the steric effects of antigen location relative to
a device wall. Most importantly, the interplay between fluid
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forces and adhesion can be optimized to reduce the effect
of nonspecific adhesion with respect to the specific targeted
adhesion caused by an immunocoated surface.

Flow near surfaces induces few cell-wall collision when
the no-penetration condition is satisfied; this boundary con-
dition limits collision frequency but provides opportuni-
ties to optimize performance by using the fluid mechan-
ics to enhance purity based on mechanical properties of
the cells. Porous surfaces with finite penetration tend to
maximize capture efficiency but do not add a fluid-specific
purification.

Mechanical property variation, most importantly size dif-
ferences between target and nontarget cells, can be leveraged
to create size-dependent transport and collision dynamics. Be-
cause steric interactions with surfaces are often the dominant
source of cell motion across streamlines, bluff-body obsta-
cles are simultaneously the simplest way to induce collision
and generate size-dependent transport across streamlines. In
some systems, size-dependent transport can be used to in-
crease purity and therefore enhance overall system receiver–
operator characteristics.
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