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Infrared (IR) planar laser-induced fluorescence (PLIF) techniques for imaging of carbon monoxide and
carbon dioxide are reported. These diagnostics employ a tunable IR source to excite overtone and com-
bination band transitions of CO and CO2, respectively, and one or two InSb focal plane arrays to collect
fluorescence emitted via fundamental transitions from excited vibrational states. A brief outline of the
theoretical framework for absorption and fluorescence modeling is presented, with most attention paid to
the distinct characteristics stemming from the use of vibrational (IR) transitions as compared to more
traditional electronic (UV) transitions. Of note are the conclusions that (1) acceptable fluorescence quan-
tum yield (and therefore signal level) can be achieved despite relatively small Einstein A coefficients, as
the quenching processes following IR excitation are often slow; and (2) vibration-to-vibration transfer to
other IR-active species can enable imaging of more than one species with a single excitation wavelength.
Experimentally, the large dynamic range afforded by the IR cameras (14 bit) allows for effective imaging
despite the presence of background luminosity, while the use of two cameras enables imaging of multiple
species simultaneously and/or common-mode rejection of luminous background in unsteady flows. PLIF
imaging of CO and CO2 is demonstrated for room-temperature mixing processes with signal-to-noise ratio
� 1 detection limits near 1000 ppm. Imaging of both CO and CO2 in a steady laminar coflowing CO/Ar/
H2 flame is also presented using laser excitation of CO only.

Introduction

Infrared imaging diagnostics have undergone
rapid expansion in recent years, due primarily to im-
proved performance of IR focal plane arrays (FPAs).
Improved FPAs, combined with more powerful and
more robust tunable IR laser sources, have made it
possible to demonstrate planar laser-induced fluo-
rescence (PLIF) imaging diagnostics in the IR [1].
While PLIF imaging is well established as a diag-
nostic technique using UV or visible photons to ex-
cite electronic transitions [2,3], many key species ex-
ist that are undetectable by traditional PLIF
diagnostics because their electronic transitions lie in
the vacuum UV and, therefore, cannot be used for
single-photon PLIF techniques. These species in-
clude but are not limited to important combustion
species such as CO, CO2, CH4, and H2O, each of
which has a strong IR spectral signature.

Competing diagnostics for imaging of species that
lack convenient UV transitions include spontaneous
Raman scattering [4,5] and multiphoton (nonlinear)
PLIF techniques. Raman is linear and easily mod-
eled but generates weak signals and can be limited
in implementation by a variety of spectral interfer-
ences; multiphoton LIF, despite its usefulness for
point measurements [5] and imaging [6] of CO in

flames, suffers (for most species, such as H2O [7])
from strong nonlinearity and low signal due to the
predissociative nature of the excited state. In con-
trast to Raman and multiphoton techniques, IR
PLIF is a linear technique that offers higher signal
levels than Raman (several orders more signal pho-
tons) and is applicable to all IR-active species in-
cluding CH4, CO2, and H2O. High signal levels im-
ply high SNR and dynamic range while linearity
permits easy interpretation of data and increased
quantitative accuracy. Fig. 1 shows two sample ex-
perimental realizations (discussed in detail later in
the paper) of single-shot IR PLIF imaging of CO
and CO2 in flame and room temperature conditions,
respectively. The quality of these images serves to
indicate the potential for IR PLIF to provide spa-
tially and temporally resolved imaging of CO and
CO2 in flows pertinent to combustion. Previous work
has reported initial imaging efforts for CO [1]; the
present study continues and builds upon those ef-
forts, presenting new results with both single- and
dual-camera techniques for imaging of CO and CO2
in steady and unsteady flows of interest to the com-
bustion community. The following sections will pres-
ent theory, experimental techniques, and demon-
stration experiments for infrared PLIF imaging of
CO and CO2.
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Fig. 1. Single-shot CO and CO2 IR PLIF images. CO at left indicates the fuel region of a steady laminar coflowing
CO/H2-air flame. CO2 at right is a forced room-temperature jet issuing into air.

Theory

PLIF Equation

The fluorescence equation for PLIF imaging with
weak excitation can be written as

E Pvabs
S � gSl �g (1)f c

hv kT

where Sf (photons per camera pixel) is the fluores-
cence signal; E (J) is the laser pulse energy incident
on the imaged pixel volume; hm (J) is the energy per
photon; g (cm) is the convolution of the laser and
absorption lineshapes; S (cm) is the line strength per
number density, which takes into account the Boltz-
mann fraction of the absorbing species in the lower
state of the laser transition; l (cm) is the length of
the area imaged onto the pixel; Pvabs/kT (cm�3) is
the number density of the species; � is the fluores-
cence quantum yield; and gc is the collection effi-
ciency of the optics and camera. The fluorescence
signal for isobaric flows is a function of imaged spe-
cies mole fraction, bath gases (through energy trans-
fer rates and their effect on fluorescence yield), and
temperature (through energy transfer rates, number
density, and state distributions). For species imaging,
short exposure times can be used to minimize sen-
sitivity to collisional environment, while judicious
choice of excitation line can be used to control tem-
perature dependence.

The strengths of vibrational molecular transitions
(which determine the line strength S and are a com-
ponent of the fluorescence yield �) are weak as com-
pared to electronic transitions; however, this weak-
ness is offset in certain situations by the large mole
fractions present for the species of interest (e.g., CO,
CO2) in typical flows as well as the slow nature of

typical de-excitation processes which limit the fluo-
rescence yield �.

Fluorescence Quantum Yield

The parameters in equation 1 are easily quantified,
with the possible exception of the fluorescence yield
�, which may be written as an integration of the
relevant excited state populations and spontaneous
emission coefficients over the camera integration
time:

s n (t)j� � A dt (2)� j�0 Nj

Here, fluorescence is summed over j excited states.
Aj is the summed Einstein A coefficient for all emit-
ting transitions from the state j consistent with the
spectral collection bandwidth, nj/N is the instanta-
neous population in the excited state normalized by
the total number of absorbed laser photons, and s is
the camera integration time.

Differences in scale between the camera integra-
tion time and the emissive state radiative and colli-
sional lifetimes lead to simpler expressions that de-
scribe the limiting behavior of equation 2. For
traditional PLIF techniques, which employ elec-
tronic transitions, the excited state population un-
dergoes simple exponential decay dictated by the
collisional quench rate Q, since the collisional
quenching is typically fast (�1 ns) when compared
to either the radiative lifetime (�1 ls) or the camera
gate time (�20–300 ns). In this case, we recover the
familiar equation for fluorescence yield:

� � A/Q (3)
Equation 3, though, typically does not properly de-
scribe the fluorescence yield for IR PLIF tech-
niques, because the vibration-to-translation (V-T)
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Fig. 2. Energy transfer diagram for CO molecules dur-
ing CO LIF.

Fig. 3. Calculated characteristic times (1/transfer rate)
of VET from CO to common species as a function of tem-
perature at 1 atm. Components which remove energy from
CO are shown with symbols, and the total transfer is
summed as the solid line. The dashed line indicates CO–
CO V-V transfer which tends to equilibrate the CO vibra-
tional mode but does not serve as a quenching mechanism.

Fig. 4. Calculated characteristic times (1/transfer rate)
of VET from CO2 to common species as a function of tem-
perature at 1 atm.

energy transfer which serves to remove vibrational
energy from the system is often slow (�1–100 ls) as
compared to the camera integration time (�0.1–10
ls). Vibration-to-vibration (V-V) energy transfer is
often fast but serves only to rearrange the vibrational
energy and does not provide strong coupling to the
translational and rotational modes. Thus, as the cam-
era integration time is shortened below the V-T de-
cay time, the limit is approached in which the excited
state population stays constant during the camera
integration time. In this case, equation 2 approaches

� � As (4)

This limit is advantageous because fluorescence
quantum yield becomes independent of excited state
de-excitation rates and is therefore independent of
both bath gas and temperature.

We turn now to a more detailed examination of
the general energy transfer processes described
above. Following laser excitation, typically the
pumped vibrational mode equilibrates itself first, fol-
lowed by intermolecular V-V equilibration with near-
resonant modes of similar energy (e.g., CO, N2, m3

of CO2), followed by relatively slower V-V/T equil-
ibration with nonresonant vibrational modes and the
translational/rotational modes. Collisional depletion
of the pumped mode (and coupled modes emitting
within the collection bandwidth) competes with
spontaneous emission to determine the fluorescence
quantum yield. A schematic diagram of these energy
transfer processes is shown in Fig. 2.

Characteristic times for vibrational energy transfer
(VET) from CO to common species for 1 atm and
typical concentrations are shown in Fig. 3. Since CO
has only one vibrational frequency and rather large
energy spacing, species without near-resonant
modes (e.g., inert gases, O2) play little role in ex-
tracting energy from CO at these temperatures and
are therefore not shown. Temperature dependences
are minor, as expected, due to the dominance of
near-resonant V-V transfer mechanisms which stem
in large part from long-range interactions rather than
energetic collisions.

For CO2, which has three vibrational frequencies
and smaller vibrational spacing, energy transfer oc-
curs both via near-resonant transfer (upon collisions
with CO and N2) and via non-resonant intermodal
V-V transfer (upon collisions with any molecule M),
both of which serve to deplete states with asymmet-
ric stretch (m3). Because of the efficiency of inter-
modal V-V transfer (defined here as transfer of en-
ergy between modes, e.g., the transfer caused by a
collisional CO2(0001) → CO2(1110)I transition), the
energy gaps associated with the vibrational transfer
mechanisms are smaller, and energy resonance plays
a less important role in dictating the relative speed
of different VET mechanisms. Because energy res-
onances are less important, rates of energy transfer
are less dependent on the species makeup of the
bath gas.

Characteristic times for VET from CO2 to com-
mon species at typical concentrations are shown in
Fig. 4. The primary energy transfer processes are
resonant transfer with N2 and collisional intermodal
V-V transfer. Temperature dependences are stronger
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Fig. 5. CO fluorescence quantum yield as a function of
temperature and composition for the simplified case of CO
in N2.

Fig. 6. Experimental setup for imaging experiments.
PBS, pellicle beamsplitter. InSb cameras (Santa Barbara
Focalplane SBF134) have the following characteristics:
0.7–5.3 lm sensitivity range; 30 lm pixels; 85% quantum
efficiency; 130 ns minimum integration time setting; 300
Hz maximum frame rate.

for CO2 due to the nonresonant nature of the inter-
modal V-V transfer, which is therefore more depen-
dent on collision energy.

A model of the vibrational energy transfer has
been developed so as to quantify � as a function of
bath gas, temperature, pressure, and camera inte-
gration time. This model uses a rate equation for-
mulation (CHEMKIN) to solve for the vibrational-
state-specific populations as a function of time,
including effects of both V-V and V-T processes. For
simplicity, the model assumes translational and ro-
tational equilibrium.

To enable implementation using the CHEMKIN
interface and solver, functions are fit to experimental
or computational reaction rate data from a variety of

references: for CO � M V-T transfer, Refs. [8–12];
for CO–CO V-V transfer, Refs. [12,13]; for CO–N2
V-V transfer, Refs. [9,14,15]; for CO–CO2 V-V trans-
fer, Refs. [16–20]; for CO–O2 V-V transfer, Ref. [10];
for CO2–M V-T (and collisional intermodal V-V)
transfer, Refs. [18,20–26]; for CO2–CO2 V-V-trans-
fer, Ref. [22]; for CO2–N2 V-V transfer, Refs. [18,19];
for N2–N2 V-V transfer, Ref. [27]; and for O2–O2 V-
V transfer, Ref. [28]. When necessary (rarely), lit-
erature results are extrapolated using Schwartz-
Slawsky-Herzfeld theory. The thermodynamic
database input to CHEMKIN is modified slightly to
treat the molecules on a vibrational-state-specificba-
sis.

A simple example of fluorescence quantum yield
calculations is shown in Fig. 5 for CO using a 5 ls
exposure time. This example highlights the advan-
tages of using exposure times that are shorter than
excited state lifetime. In addition to being desirable
for time resolution and reduction of background lu-
minosity, short exposures cause � to approach the
limit of equation 4 and thus lead to a fluorescence
quantum yield that is only a weak function of com-
position and temperature (in contrast, if the expo-
sure time is long, � for pure CO is several orders of
magnitude higher than 50% CO in N2). For this ex-
posure time, variations in fluorescence quantum
yield are minor (�10%) over the rather wide ranges
presented and are similarly minor for the experi-
mental conditions considered in this paper. With an
exposure time of 1 ls and the same conditions, these
variations can be kept below �3%. In complicated
flowfields where detailed calculations of fluores-
cence yield are difficult or impossible, quantitative a
priori calculations of � may be made feasible
through use of short exposure times.

Imaging Setup and Techniques

The experimental setup used for imaging is shown
in Fig. 6 and described in more detail in Ref. [1].
The tunable IR source (for convenience we refer to
this system interchangeably as laser or optical para-
metric oscillator) is a 10 Hz, nanosecond-pulse sys-
tem whose wavelength is controlled by a 532 nm
pumped, grating-tuned optical parametric oscillator
(Continuum Mirage 3000) and whose power is gen-
erated and amplified by four 1064 nm pumped op-
tical parametric amplifier stages. Slight misalign-
ment is used (in conjunction with the naturally
occurring walkoff) to ensure that the mid-IR beam
is divergent (large M2 value) and thus focuses loosely
and exhibits a large effective Rayleigh range. This
misalignment induces minimal energy loss in the
idler beams since precisely collinear alignment (with
the pump powers and crystal lengths used in this
work) leads to localized pump reconversion in the
last crystal stage.

The oscillator signal beam (720–740 nm) from the
laser is monitored using a commercial interferom-
eter (Burleigh WA-4500) to ensure single-longitu-
dinal-mode operation (400 MHz linewidth) and to
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Fig. 7. CO/Ar/H2 flame and imaged region.

determine the wavelength of the mid-IR beam. The
laser is grating-tuned to absorption lines of overtone
or combination bands of CO or CO2 in the 2.0–2.4
lm region and centered on a specific line by maxi-
mizing LIF from a reference cell. The mid-IR beam
is then expanded vertically and focused horizontally
using calcium fluoride cylindrical lenses to generate
a 4 cm high laser sheet with a 450 lm (full width at
half maximum) waist, 50 mm Rayleigh range, and
nominal pulse energy of 12 mJ. PLIF signal is col-
lected through bandpass filters and f/2.5 singlet
CaF2 lenses onto one or two 256 � 256 InSb cam-
eras with submicrosecond gating capabilities (Santa
Barbara Focalplane SBF 134). Typical imaged re-
gion sizes are roughly 2.5 � 2.5 cm, and typical in-
tegration times range from 1 to 20 ls. The InSb cam-
eras have been designed to provide short exposure
times and are therefore capable of submicrosecond
exposures without bias changes or other nonlinear
effects common to many IR cameras.

Standard techniques as described in many other
sources (Refs. [1,2,29]) are used to correct each im-
age individually for laser attenuation, laser sheet in-
homogeneity, and background signals of both optical
and electrical nature. A strictly linear analysis is used
(equation 1) which assumes negligible perturbation
of the molecular state distribution. The validity of
this approximation was verified by (1) detailed rate
equation analysis using rotational energy transfer
rates inferred from pressure-broadened linewidths
and line mixing and (2) measurements of LIF li-
nearity.

For each camera and filtering scheme, pixel-by-
pixel responsivity and gain are calibrated by taking
images of uniform temperature solid (Lambertian)
graybody emitters. Errors caused by approximating
these as isotropic sources were negligible for the col-
lection optics used in this work but could be impor-
tant if extremely fast optics are used.

For the results in this paper which involve two-
camera imaging, care is taken to ensure that the two

images can be correctly matched to each other spa-
tially. Here, techniques analogous to those in previ-
ous multicamera PLIF studies (e.g., Ref. [29] and
references therein) are employed. Both cameras col-
lect fluorescence from the same side of the image
plane, and the fluorescence is split between the two
cameras with a beamsplitter. A 2 lm pellicle is em-
ployed for this purpose so that the spatial separation
of the two surface reflections at the focal plane (�4
lm) is much less than a pixel width (30 lm). Iden-
tical collection optics are employed at equal magni-
fication, and the position of the two image planes are
aligned to within approximately 1 pixel of each other.
Test images of a heated wire mesh are taken with
both cameras, and a spatial correlation between test
images is used to transform one image onto another,
correcting for any warping of the image plane caused
by imperfections in the alignment, lenses, beam-
splitters, and focal planes. Tests on this algorithm
indicate that the images can be correlated to each
other to within approximately 1/3 pixel; thus, the
spatial dynamic range of multiple-camera images is
only very slightly degraded by the use of the multi-
camera technique and the attendant transforma-
tions. Since our PLIF images are primarily read-
noise limited, signal-to-noise ratio (SNR) losses
associated with dual-image techniques are modest.

Imaging Experiments

Flow Test Cases

Two flow conditions are used in this work: (1) a 6
mm diameter, room-temperature, forced jet, in
which a valve is quickly opened and closed, super-
imposing an impulse onto a laminar jet flow, thus
forming one or more vortex rings; and (2) a laminar
flame with 50% CO/50% Ar as fuel (trace H2 added)
with an air co-flow. This flame (Fig. 7) could be per-
turbed to explore unsteady effects as desired, al-
though only steady results are presented here.

Excitation/Collection Schemes

Three excitation/collection schemes are em-
ployed: (1) excitation of CO via the ground state 2m
band near 4300 cm�1 (2.35 lm) and collection of
CO fluorescence from fundamental transitions near
4.7 lm; (2) excitation of CO2 via the (2001)II ←
(0000) band near 5000 cm�1 (2.0 lm) and collection
of CO2 m3 fluorescence near 4.3 lm; (3) excitation of
the 2m band of CO followed by rapid CO–CO2 V-V
transfer and collection of CO2 fluorescence near 4.3
lm. Scheme 1 (Fig 1, left) indicates presence of CO,
scheme 2 (Fig. 8) indicates the presence of CO2, and
scheme 3 (Fig 1, right) indicates the presence of
both CO and CO2. Through the use of two cameras,
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Fig. 8. Single-shot IR PLIF image of a forced 6 mm
diameter jet. Jet fluid is 40% CO2/60% Ar. 12 mJ excitation
of CO2 at 2.0 lm; CO2 fluorescence collected at 4.3 lm.
Integration time is 20 ls. Ambient gas is air.

Fig. 9. CO (left) and CO2 PLIF
images upon excitation of the R(12)
line of CO for a steady laminar co-
flowing CO/H2 flame. Signal at left
indicates the presence of CO (fuel);
signal at right indicates the presence
of both CO and CO2 (fuel-product
interface).

the combination of schemes 1 and 3 allows for si-
multaneous imaging of both CO and CO2 with single
laser excitation.

Representative peak SNR ratios for room-tem-
perature images (Figs. 1, right, and 8) range from
150 to 200. Signal levels of the images presented
here can be used to infer a detection limit (SNR �
1) for the present experimental setup of 1350 ppm
(CO) and 950 ppm (CO2) at 300 K.

Presentation in these figures is qualitative (color
table corresponds to PLIF signal), although it should
be noted that techniques and results for quantitative
presentation have been presented previously [1].

Flame Demonstrations

A laminar co-flowing CO/Ar/H2 flame was used
to demonstrate imaging of CO (fuel) and CO2 (prod-
ucts) in a flame condition. Excitation schemes (1)
and (3) were employed. Because the flame generates
hot CO and CO2 which emit within the collection
bandwidth, common-mode rejection of flame lumi-
nosity was achieved by subtracting an image taken

without laser excitation from the PLIF image. Fig.
9 shows typical CO and CO2 imaging results. In
these images, CO represents fuel and CO2 repre-
sents the fuel-product interface. The fuel region is
clearly identified by the CO PLIF signal (which
scales with CO concentration), while fuel and prod-
uct regions are demarcated by the CO2 signal (which
scales with the product of CO and CO2 concentra-
tions).

Conclusions

We have presented IR PLIF techniques, analysis,
and demonstrations for imaging of CO and CO2.
Calculations of fluorescence yield indicate that while
infrared techniques suffer from weak spontaneous
emission rates, the slow nature of most nonresonant
VET processes make the fluorescence yield suitably
high for imaging with favorable SNRs. In addition,
these VET processes enable imaging of more than
one species with a single excitation laser. Detailed
VET modeling has been used to design engineering
models for the fluorescence yield �; in the simplest
case, short exposures can be used to make � roughly
constant throughout an image. PLIF imaging of CO
and CO2 has been demonstrated at 10 Hz acquisi-
tion rate with minimum detection limits near 1000
ppm (CO) at 300 K. Images of CO and CO2 in a
steady laminar coflowing CO/Ar/H2 flame have also
been presented, showing that use of two well-cali-
brated InSb focal planes can successfully achieve
common-mode rejection of flame luminosity. Given
that our laser system provides output ranging from
1.3 to 4.7 lm, opportunities exist to extend these
measurements to other combustion species such as
H2O and CH4. Potential application includes imag-
ing of preflame (fuel) regions of lifted flames and
imaging of mixing processes associated with exhaust
reinjection in internal combustion engines.
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COMMENTS

Larry Rahn, Sandia National Laboratories, USA. Will
you please comment on the limitations imposed on IR
PLIF by optical density or trapping effects? Especially, for
the relatively high species concentrations proposed and/or
detectable.

Author’s Reply. Radiative trapping places a limit on the
physical dimensions of flows which can be visualized be-
cause the fluorescence from CO or CO2 is resonant with
absorption transitions of those species and the attendant
absorption generates spatially-dependent signal attenua-
tion. Effects of signal attenuation are reduced by using cold
gas filters to reject emission from transitions to the ground
state, thus collecting only hot transitions for which lower
state populations are smaller and therefore absorption is
weaker. For results in this presentation, radiative trapping
produces errors below 5%. At typical flame conditions, er-
rors may be kept below 10% through 2 cm pathlengths.

●

G. Gruenefeld, University of Bielefeld, Germany. What
about using CO or CO2 overtone lasers for excitation? Also,
how does interference with H2O absorption affect the de-
tection limits of CO in typical exhaust gases?

Author’s Reply. Since CO lasers operate on transitions
in an excited electronic state, CO laser transitions are in
general not resonant with the absorption lines of ground
electronic state CO.

Water absorption does not affect detection limits for CO
in exhaust. Since this is a fluorescence technique, the re-
quirement for absorption interferences is only that they not
appreciably attenuate the laser. The absorbance of the vi-
sualized species need not dominate over that of an inter-
fering species. Furthermore, water absorption at 2.3 mi-
crons is relatively minor, and this window is a good one for
probing CO with minimal water interference [1].

REFERENCE

1. Webber, M. E., Wang, J., Sanders, S. T., Baer, D. S.,
and Hanson, R. K., Proc. Combust. Inst. 28:407–413
(2000).




	Table of Contents
	HOMEPAGE

